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ABSTRACT: In quantum dot (QD) sensitized solar cells
(QDSSCs), redox electrolytes act as hole scavengers to
regenerate the QD ground state from its oxidized form,
thus enabling a continuous device operation. However,
unlike molecular sensitizers, QDs also have redox-active
trap states within the band gap, which can be charged in
the presence of redox electrolyte. The effects of electrolyte
induced charging of QDs on the performance of QDSSCs
have not been reported. Here, using steady-state and time-
resolved absorption and emission spectroscopy, we show
that CdSe/CdS3MLZnCdS2MLZnS2ML core/multishell QDs
are charged in the presence of sulfide electrolytes due to
the reduction of surface states. As a result, exciton lifetimes
in these QDs are shortened due to an Auger
recombination process. Such charging induced fast Auger
recombination can compete effectively with electron
transfer from QDs to TiO2 and reduce the electron
injection efficiency in QDSSCs. We believe that the
reported charging effects are present for most colloidal
nanocrystals in the presence of redox media and have
important implications for designing QD-based photo-
voltaic and photocatalytic devices.

Because of their unique optoelectronic properties and low
cost processing, colloidal quantum-confined semiconductor

nanoparticles, or quantum dots (QDs), have been widely
investigated as an alternative to molecular dyes in sensitized
solar cells.1,2 More recently, this interest has been intensified due
to the possibility of multiexciton and hot carrier extraction from
QDs, which can potentially improve the efficiency of QD
sensitized solar cells (QDSSCs).3,4 The operation of QDSSCs
involves many processes, including electron injection from
photoexcited sensitizers to oxide electrodes, hole filling by redox
electrolytes and carrier transport, and charge collection at the
electrodes. Hole filling by redox electrolytes in QDSSCs (mostly
sulfide/polysulfide,−0.45 V vs NHE5) removes the valence band
holes in photo-oxidized QDs to regenerate the QD ground state,
which prevents QD photocorrosion and enables continuous
device operation.5−8 For molecular sensitizers, the redox
electrolye can be chosen to have a potential that falls within
the highest occupied and the lowest unoccupied molecular
orbitals, such that it can reduce the oxidized sensitizer and have
negligible effect on reduced form. However, unlike molecular
sensitizers, QDs also have redox active trap states within the band
gap in addition to the conduction (CB) and valence (VB) band
states. In working solar cells, in addition to the expected hole

extraction process, the redox electrolyte can also fill these mid-
gap states to form chargedQDs. The roles of thesemid-gap states
on charge carrier generation and recombination have been
suggested in recent photoelectro- and electrochemical studies of
QDSSCs and related devices.9,10 Previous studies of QD intrinsic
carrier relaxation and interfacial charge transfer were typically
conducted with either colloidal solutions or dry film samples
without redox electrolytes.6,11−14 It remains unclear how redox
electrolyte induced charging of QDs affects their exciton decay
and charge transfer dynamics as well as the efficiency of QDSSCs.
In this paper, we employ steady-state and time-resolved

absorption and emission spectroscopic methods to investigate
the effect of sulfide electrolytes on CdSe based QDs. It has been
shown that surface corrosion by sulfide creates a thin CdSexS1−x
surface layer on core-only CdSe QDs.8 To avoid the
complication caused by surface corrosion, we use a water-soluble
type I core/multishell QDs (CdSe/CdS3MLZnCdS2MLZnS2ML)
capped with carboxylic acid functional group in this study. We
show that in the presence of sulfide electrolytes, these QDs are
charged, and instead of long-lived single exciton in uncharged
QDs, electrolyte charging induced fast Auger recombination
greatly reduces the exciton lifetime in these charged QDs. Hole
transfer from QDs to sulfide is also observed but is much slower
than the Auger recombination process. The electrolyte charging
induced fast Auger recombination competes effectively with
interfacial electron transfer (ET) process, leading to significant
reduction of electron injection efficiency.
QD-S2− solution was prepared by mixing 0.01 M Na2S

solution with water-soluble QDs in dark (see SI1 for experiment
details). Because of hydrolysis, a large portion of the sulfide ions
is in the SH− form and the solution pH is 11.5, although for
simplicity we still refer as S2− below.8 We first monitored the
reaction process between the QD and sulfide by measuring the
QD emission properties in the mixed solution as a function of
time. As shown in Figure 1a and inset, the QD emission intensity
decreases and emission peak red-shifts gradually with mixing
time. The solution reaches a steady state after ∼150 min when
the emission intensity is∼7% of the initial value. Besides reduced
intensity, the emission peak of QD-S2− shows a red shift of ∼14
meV and a broadening in peak width by 5%, as shown in Figure
1b. The absorption spectra of QDs before (denoted as QD) and
at 5 h after S2−mixing (denoted as QD-S2−) are also compared in
Figure 1b. The lowest energy (1S) exciton peak (∼2.04 eV) as
well as high energy excitonic transitions in the QD-S2− solution
are red-shifted and broadened compared to the QD sample. In
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the spectral region above ∼2.7 eV (data not shown), where
featureless bulk-like transitions dominate, the absorption spectra
in these samples are nearly identical. These differences can be
clearly seen in the absorption difference spectrum between
charged and neutral QDs (QD-S2− − QD) shown in Figure 1c,
which exhibits derivative features of exciton bands below ∼2.7
eV.
Emission quenching and red shift of exciton bands have been

reported previously for CdSe QDs in the presence of S2−.8

Emission quenching was attributed to hole transfer from
photoexcited QDs to sulfide (see Figure 1d), because sulfide is
a well-known hole scavenger in QDSSCs.8 The S2− induced red
shift of CdSe QDs was assigned to the formation of CdSexS1‑x
outer layer.8 Such sulfide corrosion is unlikely in the current QDs
because the CdSe core is well protected bymultiple shells (∼2.33
nm in thickness). In principle, sulfide can bind to the ZnS surface
layer (with surface Zn2+) and increases the effective size of QDs.
According to an effective mass calculation, the 1S exciton energy
decreases by ∼0.3 meV with one additional ZnS monolayer on
the QD studied here, much smaller than the observed 14 meV
shift (see SI215). Red-shifted QD absorption peaks can also result
from strong coupling between QD levels and adsorbed ligand
molecular orbitals.16 This is also unlikely here because the 1S
electron and hole are insulated from the surface adsorbate by
multiple shell layers.
Instead, we propose that the observed sulfide induced spectral

shift and emission quenching is an indication of QD charging in
the sulfide electrolyte. Besides the quantized CB electron and VB
hole levels, QDs also have surface states within the band gap. It
has been shown that these QD surface states are redox active in
electrochemical cells,17−19 in the presence of chemical
reductants,20,21 or in contact with n-doped semiconductor
substrates.22−24 Sulfide ions can bind strongly to QD surface
Cd2+ or Zn2+. Their potential (−0.45 V vs NHE) is not high
enough to reduce the CB electron level of QDs used here
(estimated to be −0.8 V vs NHE23), which can be confirmed by
the retention of the 1S exciton feature in the static absorption
spectra. This potential is sufficient for removing VB holes,

making sulfides one of the most widely used redox electrolytes in
QDSSCs. However, this potential is also sufficient for reducing
redox-active mid-gap states, forming charged QDs with surface
“spectator” electrons25 (Figure 1d). These surface charges
generate an electric field in the QD, which perturbs the excitonic
electron/hole wavefuctions and their optical transitions through
Stark effect.25−28 Charged QDs with red-shifted emission spectra
have been reported.21,22,26 For example, a ∼35 meV red-shifted
emission has been observed for CdSe/ZnS QDs on ITO with
estimated 2−3 excess electrons.22
It has been well-established that the Stark effect induced

spectral change in CdSe QDs can be adequately represented by
the second derivative of the absorption spectrum due to electric
field induced shifting and mixing of states.28−30 Indeed, as shown
in Figure 1c, the second derivative of the QD absorption
spectrum (prior to S2− charging) agrees qualitatively with the
absorption difference spectrum. Furthermore, Stark effect
induced QD spectral change has also been observed in excited
QDs.30 As shown in Figure 1c, the transient absorption (TA)
difference spectrum of the QD sample at 0 ps after 400 nm
excitation (pulse width ∼150 fs) is similar to the second
derivative of the absorption spectrum of QD and the absorption
difference spectrum. At this early delay time, the electric-field of
hot electron−hole pairs, generated at high energy levels above
the CB and VB edges, modifies the optical transitions at lower
energies through Stark effect, giving rise to the derivative like
features in the TA spectrum. The similarities of the three spectra
shown in Figure 1c provides strong evidence for sulfide induced
charging of QDs.
It has been reported that excitons dynamics in charged QDs

are significantly altered due to the presence of Auger
recombination pathway, in which the electron−hole pair
recombines nonradiatively by exciting the extra charges. To
probe this effect as well as the expected hole transfer to S2−, we
studied QD-S2− and QD samples by both TA spectroscopy and
photoluminescence (PL) decay.23 The TA spectra of both QD
and QD-S2− solutions after 400 nm excitation are shown in
Figure S1 and 2a, respectively. The measurements were carried

out at a low excitation intensity (20 μJ/cm2) to ensure that most
excited QDs have only one exciton, which can be confirmed by
the lack of a fast decay component in the TA spectra of the QD
sample.31 After 2 ps, when the initially created hot electrons
(holes) have relaxed to the CB (VB) edge, the TA spectra show
state-filling induced bleach of the 1S exciton band (∼2.04 eV)
and signals at higher energy positions due to the presence of the
1S exciton.
The 1S exciton bleach recovery and PL decay kinetics of QD

and QD-S2− samples are compared in Figure 2b. For better

Figure 1. (a) Emission spectra of QD solution at different times (0−200
min) after mixing with Na2S (0.01M) in dark. Inset: integrated emission
intensity (blue line) and peak position (red line) as a function of time.
(b) UV−vis absorption (solid lines) and emission spectra (dashed lines)
of QDs before (QD) and at 5 h after mixing with S2−(QD-S2−). (c)
Comparison of the absorption difference spectrum between QD-S2−

and QD (brown solid line), 2nd derivative of QD absorption spectrum
(pink dashed line) and TA spectra of QDs at 0 ps after 400 nm excitation
(green dash-dot line). (d) Schematic diagram showing carrier relaxation
pathways: charging of QD surface states by sulfide (black arrow), hole
transfer from excited QDs to sulfide (dark green) and Auger
recombination (green arrow).

Figure 2. (a) TA spectra of QD-S2− at indicated delay time intervals. (b)
TA kinetics at 1S exciton bleach (TA, open symbols) and photo-
luminescence decay (PL, solid lines) of QD and QD-S2− solutions. The
TA kinetics have been inverted and normalized for better comparison.
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comparison with PL decay, the 1S beach recovery kinetics from
TA measurement have been inverted and normalized. For the
QD sample, TA and PL decay kinetics agree well with each other,
showing an intrinsic half-life time of ∼15 ns. For QD-S2−, both
TA and PL kinetics showmuch faster decay than the QD sample,
indicating charging induced exciton quenching in the QD-S2−

sample. The TA and PL kinetics are similar in the first ∼2 ns by
which time the majority (∼64%) of the excited state population
has decayed. After that, PL decay kinetics shows a faster decay
than the 1S exciton bleach recovery.
Because the 1S exciton TA bleach signal in CdSe QDs is

dominated by the state filling of 1S electron level with negligible
contribution from the holes, its kinetics reflects the 1S electron
depopulation process.30 The decay rate of the 1S electron TA
signal is kTA = kETT + ke‑h, where kETT is the electron trapping/
transfer rate for QDs and ke‑h is the 1S electron−hole
recombination rate. On the other hand, because the PL intensity
is proportional to the concentration of 1S exciton, either electron
and hole depopulation processes can lead to PL decay.
Therefore, the PL decay kinetics is given by kPL = kETT + ke‑h +
kHTT = kTA + kHTT, where kHTT is the hole transfer or trapping
rate. As shown in Figure 2b, the agreement between TA and PL
kinetics of the QD sample indicates negligible hole trapping
contributions for these QDs, which is reasonable because the
multishell type I structure confines the hole in the CdSe core. For
QD-S2−, the similar TA and PL kinetics in the first 2 ns suggests
that their faster decay compared to free QDs is not caused by
hole transfer/trapping process but by additional electron
depopulation processes, which can include electron−hole
recombination, electron transfer or trapping. Because S2‑ is a
hole acceptor, ET from QDs to S2− is not expected. Adsorption
of S2− is also unlikely to enhance electron trapping in this system
because of the presence of multiple ZnS shells. Therefore, the
most likely reason for the faster TA and PL decay for QD-S2− in
the first 2 ns is a faster electron−hole recombination process
(ke‑h). It includes the intrinsic decay of uncharged QDs and the
additional decay pathways induced by sulfide. Assuming the
former remains unchanged, the enhanced electron−hole
recombination can be attributed to Auger recombination in
charged QDs, as indicated by the green arrow in Figure 1d. This
assignment is based on shortened PL lifetime reported in charged
QDs prepared by a variety of charging approaches.17,18,21−24,32

Instead of slow electron−hole radiative decay in neutral QDs,
photoexcited electron−hole pairs in charged QDs can recombine
nonradiatively with a faster rate by exciting the surface spectator
electrons through a Auger recombination process. From the TA
decay kinetics in charged and uncharged QDs, a half-life time of
∼1.2 ns can be estimated for the charging induced Auger
recombination process, much shorter than the intrinsic half-life
time (∼15 ns) for the uncharged QD. A faster PL decay than
bleach recovery (kFL > kTA) can be clearly observed for QD-S2−

after ∼2 ns, indicating the onset of hole removal processes. At
100 ns, most (>99%) of the excited exciton population has been
quenched, whereas a relatively larger amount of 1S electrons
remains, indicating the near completion of hole filling process
within ∼100 ns.
In QDSSCs, the competition between interfacial ET and

intraparticle exciton relaxation determines the electron injection
efficiency from photoexcited QDs to semiconductor metal oxide
films and thus the device efficiency. To demonstrate the effect of
electrolyte charging on electron injection efficiency in QDSSCs,
we compare ET processes from these CdSe core/shell QDs to
TiO2 films with and without the presence of S2− electrolytes.

With free QDs in solution as a non-ET reference (Ref), the effect
of adsorption induced non-ET quenching processes (such as
charge and energy transfer between QDs) on films are not
accounted for and themeasured ET rates and yields represent the
upper limit of these values. Although these effects can be
accounted for using ZrO2 films as a reference, it neglects ET
activities to these films caused by ET to trap states or sulfide
electrolyte inducedQD energy shift.33 Therefore, ZrO2 reference
gives a lower limit of ET rates and yields. As shown in Figure 3a

and b, QDs on TiO2 show a faster decay than on ZrO2 and in
solution, confirming ET from QDs to TiO2. In the presence of
S2− electrolyte, QDs on both ZrO2 and TiO2 films and in solution
have much shorter exciton lifetimes due to electrolyte charging
induced fast Auger recombination in QDs. These PL decay
kinetics can be well fitted by biexponential function (as shown in
black line), from which a half-life time ⟨τ⟩1/2 can be determined
(listed in SI4). From the half-life times of QDs on TiO2 and in
Ref, the average ET rates kET from QDs to TiO2 can be
determined to be∼0.09−0.11 ns−1 (without S2−) and 0.19−0.22
ns−1 (with S2−), respectively, using kET = 1/⟨τ1/2⟩TiO2 − 1/
⟨τ1/2⟩Ref. Together with the QD intrinsic decay rate, kR = 1/
⟨τ1/2⟩Ref, the electron injection efficiency can be estimated by ηinj
= kET/(kET + kR). The electron injection efficiency is 48−60% for
QDs on TiO2 films without S2− electrolyte solution. In the
presence of S2− solution, the electron injection efficiency
decreases to ∼29−33%, despite an increase in injection rate.
The reduced electron injection efficiency is attributed to
electrolyte charging induced Auger recombination in QDs,
which competes efficiently with the interfacial ET process. The
increase in injection rate is likely caused by changes in the
energetics of QDs and TiO2 films in the presence sulfide
electrolyte.33

QDSSCs based on TiO2 nanocrystalline thin films sensitized
by core-only CdSe QDs have been extensively studied.5−7,34,35

Interfacial ET times from CdSe QDs to TiO2 in the absence of
redox electrolytes are typically several to hundreds of pico-
seconds.6,11,13,14 Considering the relatively long intrinsic exciton
lifetime in such QDs measured in solutions or on insulating films
(∼10s ns),7,14,15 efficient carrier injection and high absorbed-
photon-to-charge-efficiency (APCE) values in QDSSCs were
expected. The reported APCE values for QDSSCs based on core-
only QDs are often small (<∼45%).6,7,11,34−36 These QDs
should also be charged in working devices due to the presence of
sulfide and other redox electrolytes. The Auger recombination
rate in charged core-only CdSe QDs should be faster than that in
multishell QDs studied here, since the former usually have more
surface trapping sites and the spectator electrons interact more
strongly with the excitons. On the basis of the previously

Figure 3. PL decay of QDs in solution (gray circles), on ZrO2 (blue
triangles) and TiO2 (red diamonds) films without (a) and with (b) S

2−

electrolytes. Insets: schematic representation of ET and competing
pathways at QD/TiO2 interfaces.
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reported biexciton lifetime in core-only CdSe QDs (10s of ps)31

and the measured Auger recombination lifetime in charged CdSe
core/multishell QDs, the Auger recombination time in charged
core-only CdSe QDs can be assumed to be tens to hundreds of
picoseconds. This exciton Auger recombination lifetime is
comparable with ET time to TiO2, which would lead to low
electron injection efficiency in these QDSSCs (Figure 3b inset).
It is likely that the reduced electron injection efficiency caused by
QD charging and the reported interfacial charge recombination
loss are two of the main reasons for the observed low APCE
values and power conversion efficiencies in CdSe
QDSSCs.8,34,37,38 Interestingly, compared to single component
CdSe/TiO2 QDSSCs, similar devices with ZnS or CdTe
overlayer coating,35,36 CdS and CdSe cosensitization,38,39 or
multilayer CdSe40 have exhibited much higher APCE values.
Besides the reported retardation of charge recombination
process, a reduction in Auger recombination rate in charged
QDs may also be in part responsible for the improved efficiency.
These multilayer structures decrease the interaction of excitons
with the surface spectator electrons located at QD-electrolyte
interface, thus reducing Auger recombination rate and enhancing
the electron injection efficiency.
In conclusion, with steady-state and time-resolved absorption

and emission spectroscopic techniques, we show that CdSe core/
shell QDs are charged in the presence of sulfide electrolytes, and
exciton lifetimes are shortened in charged QDs due to fast Auger
recombination process (∼1.2 ns). When this charging induced
Auger recombination time is comparable with interfacial ET
time, the efficiency of charge separation decreases, degrading the
performance of QD-based photovoltaic and photocatalytic
devices. We believe that this is a key efficiency reducing factor
that has often been overlooked in these QD based devices. This
charging effect should be present for most colloidal QDs and
nanostructures in redox active media, including QDSSCs with
redox electrolytes and QD-based photocatalytic solutions with
sacrificial electron donors, as long as the chemical potentials of
the redox couples are located above the surface trap states in
QDs. Our findings also highlight a fundamental difference
between QDs and molecular dyes in redox reactions, i.e., the
presence redox active mid-gap states can lead to the formation of
charged QDs with significantly shortened excited state lifetimes.
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